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Abstract—To improve system’s speed modern 16-bit and 32bit processors contain cache memory for advance performance. Design space 
exploration is used for performance analysis of system and helps to find the best alternative. In this paper energy models for multilevel 
cache are evaluated. The benchmarks used for this purpose are BARNES, FMM, WATER-N and WATER-S. Furthermore, these 
benchmarks are explored to get a point where least energy is used to execute an instruction. 

Index Terms—Cache, Benchmark, Design space exploration, BARNES, FMM, WATER-NSQARED, WATER- SPATIAL. 

———————————————————— 

1 INTRODUCTION
ache memory is located between CPU and main memory. 
It serves to reduce the average time taken by each memo-
ry access as it bridge the speed mismatch between pro-

cessor and main memory and hence improves the overall sys-
tem performance. In other words, cache acts as a buffer be-
tween CPU and main memory. Multilevel cache efficiently 
bridge processor-memory gap and it is beneficial to have mul-
ti-level cache system. This Memory hierarchy can consume up 
to 50% of the total energy spent by the microprocessor [9].This 
fact has urged researchers to explore cache hierarchy design in 
terms of energy optimization. Design space exploration is 
used for system optimization and integration and to explore 
several design parameters. 
In this paper, we explored two such parameters, the optimum 
sizes of cache at different levels of memory hierarchy and the 
number of cores that should be present in the system. We fo-
cused on the design space of two level memory hierarchies. 
We evaluated and improved the energy models of different 
benchmarks i-e BARNES, WATER-N, FMM and WATER-S. 
The models were presented by M.Y.Qadri.[7]To estimate these 
parameters we used cycle accurate simulator MARSS because 
it nearly give the exact number of cycles required to execute 
an instruction. Energy per access of the tag array for the L1 and 
L2 cache were obtained from CACTI tool. 
We also explored design space to estimate the best point 
where a benchmark takes minimum number of cycles to ex-
ecute an instruction. For this purpose we took different values 
of L1 and L2 cache and observed the number of cycles 
BARNES took to run completely for core 2 and 4. 
The rest of paper is divided into four sections. Section 2 
presents related work. Design Space exploration is discussed 
in section 3 and conclusion is described in section 4. 
 

2 RELATED WORK 
In the recent past years, cache energy consumption and 
throughput models have been the focus of researchers. There 
are several previous works related to cache power estimation 
some of them are presented in this section. 
A. C. borty et al. [1] represents a new cache building that is 
multi-copy cache (MC^2) which gives significant reduction in 

energy consumption of forceful voltage scaling in caches by 
producing the multiple copies of each data cache. From the 
experimental results, they obtain that using MC^2 60% reduc-
tion in energy can be achieved.  Johnson Kin et al. [2] pro-
posed an energy efficient memory structure. According to 
them L2 cache is placed behind the filter cache (a small memo-
ry), which is similar in structure and size to L1 cache in order 
to improve performance of processors. M. B.Kamble et al. [3] 
present analytical models for the energy dissipation in low 
power cache. The power obtained by these models was com-
pared with that obtained by CAPE (Cache Power Estima-
tor).The models for conventional caches are found to be accu-
rate to within 2% error. C.Long. Su et al. [4] have proposed the 
power trade-offs in designing of caches and energy reduction 
using Gray code addressing and cache sub-banking. And ex-
perimental results show that direct-mapped caches consume 
less energy than set associative caches. Sheng Li et al.[5] pre-
sented  McPAT, which is a frame work that supports compre-
hensive design space exploration for multicore and many core 
processor configurations. At micro architectural level, McPAT 
includes  models for the fundamental components of a chip 
multiprocessor and at circuit and technology level it supports 
critical-path timing , area , dynamic ,short-circuit and leakage  
power modeling. McPAT help architects to use new standards 
combining performance with both area and power. Becausedie 
cost increases with area so area is a critical design constraint. 
Therefore good trade-off between performances 
and cost needs careful design of on-chip resources. 

M.Y.Qadri et al. [6] have presented the techniques for pow-
er efficiency at processor core level. They proposed that pro-
cessor’s speed can be improved by adding pipeline stages. 
Clock frequency, supply voltage and cache can be used effi-
ciently for power reduction. They proposed various tech-
niques such as DVFS, Power and Clock gating for power op-
timization. Qadri and maier [7] also presented mathematical 
models to calculate consumption of energy for multilevel 
caches using Ultra SPARC-2 and Power PC750 processors for 
two level cache. Then they extend their work [8]by keeping in 
mind the concept of battery powered embedded system i-e 
processor only turns on when required otherwise it remains in 
sleep mode and proposed improved energy and throughput 
models of data caches. These models are suitable for design of 
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optimized cache for processors. 
In this paper, we evaluated the energy and throughput 

models presented by M.Y.Qadri [7] for multilevel cache using 
MARSSx86 simulator. This simulator is cycle accurate and is 
used for multicore implementation. So, it gives comparatively 
more accurate results. We also explored design space to esti-
mate minimum number of cycles a benchmark takes to ex-
ecute an instruction.  

3 DESIGN SPACE EXPLORATION 
In [7] M.Y.Qadri presented mathematical models to calculate 
consumption of energy for multilevel caches. The models pre-
sented by him analyze the energy consumption for multilevel 
data cache using PowerPC750, and UltraSPARC-II processors.  
In this paper we improve the throughput models by using 
MARSSx86 simulator. This is cycle accurate simulator and is 
used for multicore implementation. So, it gives comparatively 
more accurate results. 
According to his proposed models 

 
 

𝐸𝐸𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 = 𝐸𝐸𝑖𝑖𝑖𝑖 + 𝐸𝐸𝑑𝑑𝑑𝑑 + 𝐸𝐸𝑙𝑙2𝑐𝑐 [7] 
 

𝐸𝐸𝑖𝑖𝑖𝑖=Energy consumed by instruction cache 
𝐸𝐸𝑑𝑑𝑑𝑑 = Energy consumed by data cache  

𝐸𝐸𝑙𝑙2𝑐𝑐 =  Energy consumed by L2 
Where; 

 
𝐸𝐸𝑖𝑖𝑖𝑖 =  𝐸𝐸𝑖𝑖𝑖𝑖−𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 + 𝐸𝐸𝑖𝑖𝑖𝑖−𝑚𝑚𝑚𝑚  

𝐸𝐸𝑑𝑑𝑑𝑑 = 𝐸𝐸𝑑𝑑𝑑𝑑−𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟  + 𝐸𝐸𝑑𝑑𝑑𝑑−𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤 +  𝐸𝐸𝑑𝑑𝑑𝑑−𝑚𝑚𝑚𝑚  
𝐸𝐸𝑙𝑙2𝑐𝑐 = 𝐸𝐸𝑙𝑙2𝑐𝑐−𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟  + 𝐸𝐸𝑙𝑙2𝑐𝑐−𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤 +  𝐸𝐸𝑙𝑙2𝑐𝑐−𝑚𝑚𝑚𝑚  

 
𝐸𝐸𝑥𝑥−𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 ,𝐸𝐸𝑥𝑥−𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤  are read and write energy for instruction, data 
or L2 cache. 𝐸𝐸𝑥𝑥−𝑚𝑚𝑚𝑚 is miss penalty energy for corresponding 
cache. 
To evaluate the above models we obtained number of 
read/write hits and miss from MARSS simulator. CACTI tool 
is used to calculate read and write energy and energy per 
cycle is obtained by simple formula of energy. 

 

𝐸𝐸 =
𝑉𝑉 ∗ 𝐼𝐼
𝑓𝑓

 

Energy of four benchmarksi-e BARNES, FMM, WATER-
NSQUARED and WATER-SPATIAL is evaluated for this pur-
pose. 
For evaluation of energy we kept L1 instruction and data 
cache 32 Kbytes, L2 cache 6144Kbytes and two cores.Results of 
core one and two are presented in Table and 2 respectively. 

 
 
 
 
 
 
 
 

 

Table 1: Energy evaluation for core1 
 

Bench-
marks 

𝑬𝑬𝒊𝒊𝒊𝒊 (𝒏𝒏𝒏𝒏) 𝑬𝑬𝒅𝒅𝒅𝒅(𝒏𝒏𝒏𝒏) 𝑬𝑬𝒍𝒍𝒍𝒍𝒍𝒍(𝒏𝒏𝒏𝒏) 𝑬𝑬𝒕𝒕𝒕𝒕𝒕𝒕𝒕𝒕𝒕𝒕 
(𝒏𝒏𝒏𝒏) 

 
BARNES 
 

 
930034.37 

 
1877528.12
77 

 
52741139.29
8 

 
55548701.29
8 

 
FMM 
 

 
1419665.3
93 

 
23047857.5
9 

 
49737310.15 

 
74164833.13
44 

 
WATER-
SPATIAL 
 

 
1830823.9
31 

 
24666379.4
8 

 
63805772.92 

 
90302976.33 

 
WATER-
NSQUARED 
 

 
844077.97
34 

 
18740226.1
1 

 
62852582.11 

 
82436886.18
83 

 
Table 2: Energy evaluation for core 
 

Bench-
marks 

𝑬𝑬𝒊𝒊𝒊𝒊 (𝒏𝒏𝒏𝒏) 𝑬𝑬𝒅𝒅𝒅𝒅(𝒏𝒏𝒏𝒏) 𝑬𝑬𝒍𝒍𝒍𝒍𝒍𝒍(𝒏𝒏𝒏𝒏) 𝑬𝑬𝒕𝒕𝒕𝒕𝒕𝒕𝒕𝒕𝒕𝒕 
(𝒏𝒏𝒏𝒏) 

 
BARNES 
 

 
252.064 

 
51951.646 

 
52741139.29
8 

 
52793343.00
8 

 
FMM 
 

 
218533.92
78 

 
31863.6381 

 
49737310.15 

 
2553712966.
1514 

 
WATER-
SPATIAL 
 

 
64791.462
5 

 
4337.5904 

 
63805772.92 

 
63874901.97
19 

 
WATER-
NSQUARED 
 

 
1021534.5
06 

 
6356317.51 

 
62852582.11 

 
70230434.12
138 

 
We explore design space in order to find the best point where 
a benchmark takes minimum number of cycles to run com-
pletely.For this purpose different value of L1 and L2 caches 
has been taken and evaluated for core 2 and 4.We changed 
values of L2 cache, keeping L1 cache and cores constant. 
Specifications used were: 

 
• L1 cache: 4,8,16,32,64 and 128Kbytes 
• L2 cache: 32,64,128,256 and 512Kbytes 
• Cores: 2 and 4. 

 
Results for core 2 are as follows 

 
 

IJSER

http://www.ijser.org/


International Journal of Scientific & Engineering Research Volume 8, Issue 8, August-2017                                                                                           905 
ISSN 2229-5518  

IJSER © 2017 
http://www.ijser.org  

 

Figure 1: Number of cycles for L1=4k 

 

Figure 2: Number of cycles for L1=8k 

 

Figure 3: Number of cycles for L1=16k 

 

Figure 4: Number of cycles for L1=32k 

 

Figure 5: Number of cycles for L1=64k 

 

Figure 6: Number of cycles for L1=128k 

Following are results of core 4: 
 

 

Figure 7: Number of cycles for L1=4k 

 

Figure 8: Number of cycles for L1=8k 
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Figure 9: Number of cycles for L1=16k 

 

Figure 10: Number of cycles for L1=32k 

 

Figure 11: Number of cycles for L1=64k 

 
 

 

Figure12: Number of cycles for L1=128k 

 
Observation: 

• Benchmark takes less number of cycles to execute an 
instruction, if value of L1 cache increases. 

• Large value of L2 takes less number of cycles to run. 
• Cores and cycles have inverse relationship. Greater 

number of cores will take less energy to complete 
task. 

4. CONCLUSION: 
We evaluate energy models for different benchmarks i-e 
BARNES, FMM, WATER-NSQAURED and WATER-SPATIAL 
for two cores. For this purpose we use MARSS simulator and 
CACTI tool. The results showed that for core 1, BARNES is 
25.1% better than FMM and 32.61% and 38.4% better than 
WATER-NSQUARED and WATER-SPATIAL respectively. For 
core 2 we observed that BARNES provide 25% improved re-
sults from FMM and 24.8% and 17.34% improved for WATER-
SPATIAL and WATER-NSQUARED respectively. 
We also explore design space exploration, for this purpose we 
changed values of L2 and kept cores and L1 cache constant. 
We observed that by increasing cache values (L1 and L2), 
benchmark take less number of cycles to run completely. Per-
formance becomes better for greater number of cores. Machine 
took less number of cycles to run for core 4 than core 2. 
We got best result for core 4 when L1=128k and L2=512k. 
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